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## Data


$\longrightarrow B$ Boolean (output) $\quad$ ——oolean (input)
$\longrightarrow$ Integer (output) っ— Integer (input)


$\frac{\vdash \text { Program 1 : Bool } \rightarrow \mathrm{Int} \quad \frac{\vdash \text { Program } 2: \text { Int } \rightarrow \text { Bool } \quad \vdash \text { data }: \text { Int }}{\vdash \text { Program } 2(\text { data }): \text { Bool }}}{\vdash \text { Program1 (Program } 2(\text { data }): \text { Int }}$

| $\vdash$ Program 1: Bool $\rightarrow$ Int | $\vdash$ Program 2 : Int $\rightarrow$ Bool $\quad \vdash$ da |
| :---: | :---: |
|  | $\vdash$ Program 2 (data) : Bool |
| $\vdash$ Program1 (Program 2 (data)) : Int |  |
|  | 2 |
|  | $\vdash$ Int $\rightarrow$ Bool $\vdash$ Int |
| $\vdash$ Bool $\rightarrow$ Int | $\vdash$ Bool |
| $\vdash$ Int |  |
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## Explicit Computational Complexity

- Sort problem by their difficulty
- Order of magnitude
- Benchmark: Turing Machine

Complete Problems
Logarithmic Space (L): Acyclicity in undirected graph
Non-Deterministic Logarithmic Space (NL): Acyclicity in directed graph
Polynomial Time (Prime): Circuit value problem

- Machine-dependent
- "External" clock and "external" measure on the tape
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## Some Achievements

- Fine-grained type systems for Ptime, L, NL, Pspace, etc.
- Differential privacy (Gaboardi et al., 2013)
- Computation over the reals (Férée et al., 2015)
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The rules for storage naturally induce polynomials:

$$
\begin{array}{ll}
\text { Storage } & \frac{!_{y} \Gamma \vdash A}{!_{x} \Gamma \vdash!_{x} A} \\
\text { Contraction } & \frac{\Gamma,!_{x} A,!_{y} A \vdash B}{\Gamma,!_{x+y} A \vdash B}
\end{array} \quad \text { Deakening } \frac{\Gamma \vdash B}{\Gamma,!_{0} A \vdash B}
$$
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## Machine-dependent

Turing machine, Random access machine, Counter machine, . . .
bounds
4uxiliary pushdown machine.

Machine-independent

Bounded recursion on notation (Cobham, 1965), Bounded linear logic (Girard et al., 1992), Bounded arithmetic (Buss, 1986), ...

Descriptive complexity (Fagin, 1973),
Recursion on notation (Bellantoni and C.onk, 1992),

## Automata and ICC: Definitions

## 2NFA(k, p)

For $k \geqslant 1, p \geqslant 0$, a 2-way non-deterministic finite automaton with $k$-heads and $p$ pushdown stacks is a tuple
$M=\{\mathbf{S}, A, B, \triangleright, \triangleleft, \boxtimes, \sigma\}$ where:

- $\mathbf{S}$ is the finite set of states;
- $A$ is the input alphabet, $B$ is the stack alphabet;
— $\triangleright$ and $\triangleleft$ are the left and right endmarkers, $\triangleright, \triangleleft \notin A$;
- $\square$ is the bottom symbol of the stack, $\square \notin B$;

$$
\begin{aligned}
-\sigma \subseteq & \left(\mathbf{S} \times(A \cup\{\triangleright, \triangleleft\})^{k} \times(B \cup\{\oplus\})^{p}\right) \\
& \times\left(\mathbf{S} \times\{-1,0,+1\}^{k} \times\{\text { pop, peek, push }(b)\}^{p}\right)
\end{aligned}
$$

2NFA $(\mathbf{k}, \mathbf{p})=\{\mathcal{L}(M) \mid M$ a $2 N F A(k, p)\}$
2NFA $(*, \mathbf{p})=\cup_{k \geqslant 1} 2 \operatorname{NFA}(\mathbf{k}, \mathbf{p})$
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Question
Can we use those results to develop disciplined programing languages?
(1) Introduction
(2) Automata and ICC
(3) Logic Programming

Reminders
First-order Terms
Flows and Wirings
Subsets of Flows
(4) A New Correspondence
(5) Perspectives

## Logic Programming: Reminders

Logic Programming

- A programming paradigm
- Computation = unification
- Turing-complete


## Logic Programming: Reminders

## Logic Programming

- A programming paradigm
- Computation = unification
- Turing-complete

Used in ...

- Prolog, Datalog
- Type-inference in Haskell and ML
- Models of Linear Logic (Baillot and Pedicini, 2001; Girard, 2013)

First-order terms
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\begin{array}{rlr}
t, u & := & c, d, \ldots \\
& x, y, z, \ldots & \in \mathrm{C} \\
& \left\lvert\, \begin{array}{ll}
A_{n}\left(t_{1}, \ldots, t_{n}\right) & n \in \mathbb{N}^{*} \\
& t \cdot u
\end{array}\right. & \text { with } t \cdot u \cdot v:=t \cdot(u \cdot v)
\end{array}
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Example
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x \cdot \mathrm{~A}_{1}(\mathrm{c}) \quad \mathrm{A}_{2}(y, y) \cdot \mathrm{A}_{1}(z)
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First-order terms

$$
\begin{array}{rlrl}
t, u & := & c, d, \ldots & \in \mathrm{C} \\
& \left\lvert\, \begin{array}{ll} 
& x, y, z, \ldots
\end{array}\right. & \in \mathrm{~V} \\
& A_{n}\left(t_{1}, \ldots, t_{n}\right) & n \in \mathbb{N}^{*} \\
& t \cdot u & \text { with } t \cdot u \cdot v:=t \cdot(u \cdot v)
\end{array}
$$

Example

$$
x \cdot \mathrm{~A}_{1}(\mathrm{c})
$$

$$
\mathrm{A}_{2}(w, w) \cdot \mathrm{A}_{1}(\mathrm{~d})
$$

Unifiable?


$$
\begin{gathered}
X \\
c \neq d
\end{gathered}
$$
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(u \leftharpoonup v)(t \leftharpoonup w):= \begin{cases}u \theta \leftharpoonup w \theta & \text { if } v \theta=t \theta \\ \text { undefined } & \text { otherwise }\end{cases}
$$

Examples

$$
\begin{aligned}
(f(x)<x)(f(y)<g(y)) & =f(f(y))<g(y) \\
(x \cdot c<(y \cdot y) \cdot x)((c \cdot c) \cdot x<y \cdot x) & =x \cdot c<c \cdot x
\end{aligned}
$$

## Logic Programming: Subsets of Flows

## Balanced

A flow $f=t \leftharpoonup u$ is balanced if for any $x \in \operatorname{Var}(t) \cup \operatorname{Var}(u)$, all occurrences of $x$ in both $t$ and $u$ have the same height.
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Unary
A flow is unary if it is built using only unary function symbols and a variable.
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- From Proof Theory to simulations
- Algebraic techniques
- Pushdown Systems (PDS)?
- Functional complexity?
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